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#### Abstract

We propose a novel method for template matching in unconstrained environments. Its essence is the Best-Buddies Similarity (BBS), a useful, robust, and parameter-free similarity measure between two sets of points. BBS is based on counting the number of Best-Buddies Pairs (BBPs)-pairs of points in source and target sets, where each point is the nearest neighbor of the other. BBS has several key features that make it robust against complex geometric deformations and high levels of outliers, such as those arising from background clutter and occlusions. We study these properties, provide a statistical analysis that justifies them, and demonstrate the consistent success of BBS on a challenging realworld dataset.


## 1. Introduction

Finding a template patch in a target image is a core component in a variety of computer vision applications such as object detection, tracking, image stitching and 3 D reconstruction. In many real-world scenarios, the template-a bounding box containing a region of interest in the source image -undergoes complex deformations in the target image: the background can change and the object may undergo nonrigid deformations and partial occlusions.

Template matching methods have been used with great success over the years but they still suffer from a number of drawbacks. Typically, all pixels (or features) within the template and a candidate window in the target image are taken into account when measuring their similarity. This is undesirable in some cases, for example, when the background behind the object of interest changes between the template and the target image (see Fig. 1). In such cases, the dissimilarities between pixels from different backgrounds may be arbitrary, and accounting for them may lead to false detections of the template (see Fig. 1(b)).

In addition, many template matching methods assume
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Figure 1. Best-Buddies Similarity (BBS) for Template Matching: (a), The template, marked in green, contains an object of interest against a background. (b), The object in the target image undergoes complex deformation (background clutter and large geometric deformation); the detection results using different similarity measures are marked on the image (see legend); our result is marked in blue. (c), The Best-Buddies Pairs (BBPs) between the template and the detected region are mostly found the object of interest and not on the background; each BBP is connected by a line and marked in a unique color.
a specific parametric deformation model between the template and the target image (e.g., rigid, affine transformation, etc.). This limits the type of scenes that can be handled, and may require estimating a large number of parameters when complex deformations are considered.

In this paper, we propose a new method to address these problems, and show that it can be applied successfully to template matching in the wild. Specifically, we introduce a novel similarity measure termed Best-Buddies Similarity (BBS), analyze its key features, and perform extensive evaluation of its performance compared to a number of commonly used alternatives on a challenging data set.

BBS measures the similarity between two sets of points in $\mathbb{R}^{d}$. A key feature of this measure is that it relies only on a subset (usually small) of pairs of points - the Best-Buddies Pairs (BBPs). A pair of points is considered a BBP if each point is the nearest neighbor of the other in the corresponding point set. BBS is then taken to be the fraction of BBP out of all the points in the set.

Albeit simple, this measure turns out to have important and nontrivial properties. Because BBS counts only the pairs of points that are best buddies, it is robust to significant amounts of outliers. Another, less obvious property is that the BBS between two point sets is maximal when the points are drawn from the same distribution, and drops sharply as the distance between the distributions increases. In other words, if two points are BBP, they were likely drawn from the same distribution. We provide a statistical formulation of this observation, and analyze it numerically in the 1D case for point sets drawn from distinct Gaussian distributions (often used as a simplified model for natural images). The ability of BBS to reliably match features coming from the same distribution, in the presence of outliers, makes it highly attractive for robust template matching under visual changes and geometric deformations.

We apply the BBS measure for template matching by representing both the template and each of the candidate image regions as point sets in a joint $x y R G B$ space. BBS is used to measure the similarity between the two sets of points in this location-appearance space. The aforementioned properties of BBS now readily apply to template matching. That is, pixels on the object of interest in both the template and the candidate patch can be thought of as originating from the same underlying distribution. These pixels in the template are likely to find best buddies in the candidate patch, and hence would be considered as inliers. In contrast, pixels that come from different distributions, e.g., pixels from different backgrounds, are less likely to find best buddies, and hence would be considered outliers (see Fig. 1(c)). Given this important property, BBS bypasses the need to explicitly model the underlying object appearance and deformation.

To summarize, the main contributions of this paper are: (a) introducing BBS - a useful, robust, parameter-free measure for template matching in unconstrained environments, (b) analysis providing theoretical justification of its key features, and (c) extensive evaluation on challenging real data and comparison to a number of commonly used template matching methods.

## 2. Related Work

Template matching algorithms depend heavily on the similarity measure used to match the template and a candidate window in the target image. Various similarity measures have been used for this purpose. The most popular are the Sum of Squared Differences (SSD), Sum of Absolute Differences (SAD) and Normalized Cross-Correlation (NCC), mostly due to their computational efficiency [14]. Different variants of these measures have been proposed to deal with illumination changes and noise [7, 6].

Another family of measures is composed of robust error


Figure 2. Best-Buddies Pairs (BBPs) between 2D Gaussian Signals: First row, Signal $P$ consists of "foreground" points drawn from a normal distribution, $N\left(\mu_{1}, \sigma_{1}\right)$, marked in blue; and "background" points drawn from $N\left(\mu_{2}, \sigma_{2}\right)$, marked in red. Similarly, the points in the second signal Q are drawn from the same distribution $N\left(\mu_{1}, \sigma_{1}\right)$, and a different background distribution $N\left(\mu_{3}, \sigma_{3}\right)$. The color of points is for illustration only, i.e., BBS does not know which point belongs to which distribution. Second row, only the BBPs between the two signals which are mostly found between foreground points.
functions such as M-estimators [2, 20] or Hamming-based distance [19, 15], which are less affected by additive noise and 'salt and paper' outliers than cross correlation related methods. However, all the methods mentioned so far assume a strict rigid geometric deformation (only translation) between the template and the target image, as they penalize pixel-wise differences at corresponding positions in the template and the query region.

A number of methods extended template matching to deal with parametric transformations (e.g., [23, 10]). Recently, Korman et al. [11] introduced a template matching algorithm under 2D affine transformation that guarantees an approximation to the globally optimal solution. Likewise, Tian and Narasimhan [22] find a globally optimal estimation of nonrigid image distortions. However, these methods assume a one-to-one mapping between the template and the query region for the underlying transformation. Thus, they are prone to errors in the presence of many outliers, such as those caused by occlusions and background clutter. Furthermore, these methods assume a parametric model for the distortion geometry, which is not required in the case of BBS.

Measuring the similarity between color histograms, known as Histogram Matching (HM), offers a nonparametric technique for dealing with deformations and is commonly used in visual tracking [3, 16]. Yet, HM completely disregards geometry, which is a powerful cue. Further, all pixels are evenly treated. Other tracking methods have been proposed to deal with cluttered environments and partial occlusions [1, 9]. But unlike tracking, we are interested in detection in a single image, which lacks the redundant temporal information given in videos.

Olson [12] formulated template matching in terms of


Figure 3. BBS template matching results. Three toys examples are shown: (A) cluttered background, (B) occlusions, (C) nonrigid deformation. The template (first column) is detected in the target image (second column) using the BBS; the results using BBS are marked in a blue. The likelihood maps (third column) show welllocalized distinct modes. The BBPs are shown in last column. See text for more details.
maximum likelihood estimation, where an image is represented in a 3D location-intensity space. Taking this approach one step further, Oron et al.[13] use $x y R G B$ space and reduced template matching to measuring the EMD [18] between two point sets. Although BBS works in the same space, it differs from EMD, which requires 1:1 matching and does not distinguish between inliers and outliers.

The BBS is a bi-directional measure. The importance of such two-side agreement has been demonstrated by the Bidirectional similarity (BDS) in [21] for visual summarization. Specifically, the BDS was used as a similarity measure between two images, where an image is represented by a set of patches. The BDS sums over the distances between each patch in one image to its nearest neighbor in the other image, and vice versa. In contrast, the BBS is based on a count of the BBPs, and makes only implicit use of their actual distance. Moreover, the BDS does not distinguish between inliers and outliers. These proprieties makes the BBS a more robust and reliable measure as demonstrated by our experiments.

In the context of image matching, another widely used measure is the Hausdorff distance [8]. To deal with occlusions or degradations, Huttenlocher et al. [8] proposed a fractional Hausdorff distance in which the $\mathrm{K}^{t h}$ farthest point is taken instead of the most farthest one. Yet, this measure highly depends on $K$ that needs to be tuned. Alternatively, Dubuisson and Jain [5] replace the max operator with sum.

It is worth mentioning, that the term Best Buddies was used by Pomeranz et al. [17] in the context of solving jigsaw puzzles. Specifically, they used a metric similar to ours in order to determine if a pair of pieces are compatible with each other.

## 3. Method

Our goal is to match a template to a given image, in the presence of high levels of outliers (i.e., background clutter, occlusions) and nonrigid deformation of the object of interest. We follow the traditional sliding window approach and compute the Best-Buddies Similarly (BBS) between the template and every possible window (of the size of the template) in the image. In the following, we give a general definition of BBS and demonstrate its key features via simple intuitive toy examples. We then statistically analyze these features in Sec. 4.

General Defination: BBS measures the similarity between two sets of points $P=\left\{p_{i}\right\}_{i=1}^{N}$ and $Q=\left\{q_{i}\right\}_{i=1}^{M}$, where $p_{i}, q_{i} \in \mathbb{R}^{d}$. The BBS is the fraction of Best-Buddies Pairs (BBPs) between the two sets. Specifically, a pair of points $\left\{p_{i} \in P, q_{j} \in Q\right\}$ is a BBP if $p_{i}$ is the nearest neighbor of $q_{j}$ in the set $Q$, and vice versa. Formally,

$$
b b\left(p_{i}, q_{j}, P, Q\right)= \begin{cases}1 & \mathrm{NN}\left(p_{i}, Q\right)=q_{j} \wedge \mathrm{NN}\left(q_{j}, P\right)=p_{i}  \tag{1}\\ 0 & \text { otherwise }\end{cases}
$$

where, $\mathrm{NN}\left(p_{i}, Q\right)=\underset{q \in Q}{\operatorname{argmin}} d\left(p_{i}, q\right)$, and $d\left(p_{i}, q\right)$ is some distance measure. The BBS between the point sets $P$ and $Q$ is given by:

$$
\begin{equation*}
\operatorname{BBS}(P, Q)=\frac{1}{\min \{\mathrm{M}, \mathrm{~N}\}} \cdot \sum_{i=1}^{N} \sum_{j=1}^{M} b b\left(p_{i}, q_{j}, P, Q\right) \tag{2}
\end{equation*}
$$

The key properties of the BBS are: 1) it relies only on a (usually small) subset of matches i.e., pairs of points that are BBPs, whereas the rest are considered as outliers. 2) BBS finds the bi-directional inliers in the data without any prior knowledge on the data or its underlying deformation. 3) BBS uses rank, i.e., it counts the number of BBPs, rather than using the actual distance values.

To understand why these properties are useful, let us consider a simple 2D case of two point sets $P$ and $Q$. The set $P$ consist of 2D points drawn from two different normal distributions, $N\left(\mu_{1}, \Sigma_{1}\right)$, and $N\left(\mu_{2}, \Sigma_{2}\right)$. Similarly, the points in $Q$ are drawn from the same distribution $N\left(\mu_{1}, \Sigma_{1}\right)$, and a different distribution $N\left(\mu_{3}, \Sigma_{3}\right)$ (see first row in Fig. 2). The distribution $N\left(\mu_{1}, \Sigma_{1}\right)$ can be treated as a foreground model, whereas $N\left(\mu_{2}, \Sigma_{2}\right)$ and $N\left(\mu_{3}, \Sigma_{3}\right)$ are two different background models. As can be seen in Fig. 2, the BBPs are mostly found between the foreground points in $P$ and $Q$. For set $P$, where the foreground and background points are well separated, $95 \%$ of the BBPs are foreground points. For set $Q$, despite the significant overlap between foreground and background, $60 \%$ of the BBPs are foreground points.

This example demonstrates the robustness of BBS to high level of outliers in the data. BBS captures the foreground points and does not force the background points to match. By doing so, BBS sidesteps the need to model


Figure 4. The expectation of BBS in the 1D Gaussian case: Two point sets, P and Q , are generated by sampling points from $N(0,1)$, and $N(\mu, \sigma)$, respectively. (a), the approximated expectation of BBS(P,Q) as a function of $\sigma$ (x-axis), and $\mu$ ( y -axis).(b)(c), the expectation of $\operatorname{SSD}(\mathrm{P}, \mathrm{Q})$, and $\operatorname{SAD}(\mathrm{P}, \mathrm{Q})$, respectively. (d), the expectation of BBS as a function of $\mu$ plotted for different $\sigma$.
the background/foreground parametrically or have a prior knowledge about their underlying distributions. Furthermore, it shows that a pair of points $\{p, q\}$ is more likely to be BBP if $p$ and $q$ are drawn from the same distribution. We formally prove this general argument for the 1D case in Sec. 3.1. With this observations in hand, we continue with the use of BBS for template matching.

BBS for Template Matching: To apply BBS to template matching, one needs to convert each image patch to a point set in $\mathbb{R}^{d}$. To this end, we represent an image window in a spatial-appearance space. That is, we break the region into $k \times k$ distinct patches. Each $k \times k$ patch is represented by a $k^{2}$ vector of its $R G B$ values and $x y$ location of the central pixel, relative to the patch coordinate system (see Sec. 3.2 for more details). However, our method is not restricted to this particular representation and others can be used.

Following the intuition presented in the 2D Gaussian example (see Fig. 2), the use of BBS for template matching allows us to overcome several significant challenges such as background clutter, occlusions, and nonrigid deformation of the object. This is demonstrated in three synthetic examples shown in Fig. 3. The templates $A$ and $B$ include the object of interest in a cluttered background, and under occlusions, respectively. In both cases the templates are successfully matched to the image despite the high level of outliers. As can be seen, the BBPs are found only on the object of interest, and the BBS likelihood maps have a distinct mode around the true location of the template. In the third example, the template $C$ is taken to be a bounding box around the forth duck in the original image, which is removed from the searched image using inpating techniques. In this case, BBS matches the template to the fifth duck, which can be seen as a nonrigid deformed version of the template. Note that the BBS does not aim to solve the pixel correspondence. In fact, the BBPs are not necessarily semantically correct (see third row in Fig. 3), but rather pairs of points that likely originated from the same distribution. This property, which we next formally analyze, helps us deal with complex visual and geometric deformations in the presence of outliers.

### 3.1. Analysis

So far, we have empirically demonstrated that the BBS is robust to outliers, and results in well-localized modes. Here, we give a statistical analysis that justifies these properties, and explains why using the count of the BBP is a good similarity measure.

We begin with a simple mathematical model in 1D, in which an "image" patch is modeled as a set of points drawn from a general distribution. Using this model, we derive the expectation of BBS between two sets of points, drawn from two given distributions $f_{P}(p)$ and $f_{Q}(q)$, respectively. We then analyze numerically the case in which $f_{P}(p)$, and $f_{Q}(q)$ are two different normal distributions. Finally, we relate these results to the multi-dimentional case. We show that the BBS distinctively captures points that are drawn from similar distributions. That is, we prove that the likelihood of a pair of points being BBP, and hence the expectation of the BBS, is maximal when the points in both sets are drawn from the same distribution, and drops sharply as the distance between the two normal distributions increases.

One-dimentional Case: Following Eq. 2, the expectation $\mathrm{BBS}(\mathrm{P}, \mathrm{Q})$, over all possible samples of P and Q is given by:

$$
\begin{equation*}
E[\operatorname{BBS}(P, Q)]=\frac{1}{\min \{M, N\}} \sum_{i=1}^{N} \sum_{j=1}^{M} E\left[b b_{i, j}(P, Q)\right] \tag{3}
\end{equation*}
$$

where $b b_{i, j}(P, Q)$ is defined in Eq. 1. We continue with computing the expectation of a pair of points to be BBP, over all possible samples of P and Q , denoted by $E_{\mathrm{BBP}}$. That is,

$$
\begin{equation*}
E_{\mathrm{BBP}}=\iint_{P, Q} b b_{i, j}(P, Q) \operatorname{Pr}\{P\} \operatorname{Pr}\{Q\} d P d Q \tag{4}
\end{equation*}
$$

This is a multivariate integral over all points in P and Q . However, assuming each point is independent of the others this integral can be simplified as follows.

## Claim:

$$
\begin{align*}
E_{\mathrm{BBP}}= & \iint_{-\infty}^{\infty}\left(F_{Q}\left(p^{-}\right)+1-F_{Q}\left(p^{+}\right)\right)^{M-1} \\
& \left(F_{P}\left(q^{-}\right)+1-F_{P}\left(q^{+}\right)\right)^{N-1} f_{P}(p) f_{Q}(q) d p d q, \tag{5}
\end{align*}
$$

where, $F_{P}(x)$, and $F_{Q}(x)$ denote the CDFs of P and Q , respectively. That is, $F_{P}(x)=\operatorname{Pr}\{p \leq x\}$. And, $p^{-}=p-$ $d(p, q), p^{+}=p+d(p, q)$, and $q^{+}, q^{-}$are similarly defined.

Proof: Due to the independence between the points, the integral in Eq. 4 can be decoupled as follows:

$$
\begin{align*}
& E_{\mathrm{BBP}}= \\
& \int_{p_{1}} \cdots \int_{p_{N}} \int_{q_{1}} \cdots \int_{q_{M}} b b_{i, j}(P, Q) \prod_{k=1}^{N} f_{P}\left(p_{k}\right) \prod_{l=1}^{M} f_{Q}\left(q_{l}\right) d P d Q \tag{6}
\end{align*}
$$

With abuse of notation, we use $d P=d p_{1} \cdot d p_{2} \cdots d p_{N}$, and $d Q=d q_{1} \cdot d q_{2} \cdots d q_{M}$. Let us consider the function


Figure 5. BBS results on Real Data: (a), the templates are marked in green over the input images. (b) the target images marked with the detection results of 6 different methods (see text for more details). BBS results are marked in blue. (c)-(e), the resulting likelihood maps using BBS, EMD and NCC , respectively; each map is marked with the detection result, i.e., its global maxima.
$b b_{i, j}(P, Q)$ for a given realization of P and Q . By definition, this indicator function equals 1 when $p_{i}$ and $q_{j}$ are nearest neighbors of each other, and zero otherwise. This can be expressed in terms of the distance between the points as follows:

$$
\begin{align*}
& b b_{i, j}(P, Q)= \\
& \prod_{k \neq i, k=1}^{N} \mathbb{I}\left[d\left(p_{k}, q_{j}\right)>d\left(p_{i}, q_{j}\right)\right] \prod_{l \neq j, l=1}^{M} \mathbb{I}\left[d\left(q_{l}, p_{i}\right)>d\left(p_{i}, q_{j}\right)\right] \tag{7}
\end{align*}
$$

where $\mathbb{I}$ is an indicator function. It follows that for a given value of $p_{i}$ and $q_{j}$, the contribution of $p_{k}$ to the integral in Eq. 6 can be decoupled. Specifically, we define:

$$
\begin{equation*}
C p_{k}=\int_{-\infty}^{\infty} \mathbb{I}\left[d\left(p_{k}, q_{j}\right)>d\left(p_{i}, q_{j}\right)\right] f_{P}\left(p_{k}\right) d p_{k} \tag{8}
\end{equation*}
$$

Assuming $d(p, q)=\sqrt{(p-q)^{2}}=|p-q|$, the latter can be written as:

$$
\begin{equation*}
C p_{k}=\int_{-\infty}^{\infty} \mathbb{I}\left[p_{k}<q_{j}^{-} \vee p_{k}>q_{j}^{+}\right] f_{P}\left(p_{k}\right) d p_{k} \tag{9}
\end{equation*}
$$

where $q_{j}^{-}=q_{j}-d\left(p_{i}, q_{j}\right), q_{j}^{+}=q_{j}+d\left(p_{i}, q_{j}\right)$. Since $q_{j}^{-}<q_{j}^{+}$, it can be easily shown that $C p_{k}$ can be expressed in terms of $F_{P}(x)$, the CDF of P :

$$
\begin{equation*}
C p_{k}=F_{P}\left(q_{j}^{-}\right)+1-F_{P}\left(q_{j}^{+}\right) \tag{10}
\end{equation*}
$$

The same derivation hold for computing $C q_{l}$, the contribution of $q_{l}$ to the integral in Eq. 6, given $p_{i}$, and $q_{j}$. That is,

$$
\begin{equation*}
C q_{l}=F_{Q}\left(p_{i}^{-}\right)+1-F_{Q}\left(p_{i}^{+}\right) \tag{11}
\end{equation*}
$$

where $p_{i}^{-}, p_{i}^{+}$are similarly defined and $F_{Q}(x)$ is the CDF of Q . Note that $C p_{k}$ and $C q_{l}$ depends only on $p_{i}$ and $q_{j}$ and on the underlying distributions. Therefore, Eq. 6 results in:

$$
\begin{align*}
E_{\mathrm{BBP}} & =\iint_{p_{i}, q_{j}} d p_{i} d q_{j} f_{P}\left(p_{i}\right) f_{Q}\left(q_{j}\right) \prod_{k=1, k \neq i}^{N} C p_{k} \prod_{l=1, l \neq j}^{N} C q_{l} \\
& =\int_{p_{i}, q_{j}} d p_{i} d q_{j} f_{P}\left(p_{i}\right) f_{Q}\left(q_{j}\right) C p_{k}^{N-1} C q_{l}^{M-1} \tag{12}
\end{align*}
$$

Substituting the expressions for $C p_{k}$ and $C q_{l}$ in Eq. 12, and omitting the subscripts $i, j$ for simplicity, result in Eq. 5, which completes the proof.

In general, the integral in Eq. 5 does not have a closed form solution, but it can be solved numerically for selected underlying distributions. To this end, we proceed with Gaussian distributions, which are often used as simple statistical models of image patches. We then use Monte-Carlo integration to approximate $E_{\mathrm{BBP}}$ for discrete choices of parameters $\mu$ and $\sigma$ of $Q$ in the range of $[0,10]$ while fixing the distribution of $P$ to have $\mu=0, \sigma=1$. We also fixed the number of points to $N=M=100$. The resulting approximation for $E_{\mathrm{BBP}}$ as a function of the parameters $\mu, \sigma$ is shown in Fig. 4, on the left. As can be seen, $E_{\mathrm{BBP}}$ is the highest at $\mu=0, \sigma=1$, i.e., when the points are drawn from the same distribution, and drops rapidly as the the underlying distribution of $Q$ deviates from $N(0,1)$.

Note that $E_{\text {BBP }}$ does not depends on $p$ and $q$ (because of the integration, see Eq. 5. Hence, the expected value of the BBS between the sets (Eq. 3) is given by:

$$
\begin{equation*}
E[\operatorname{BBS}(P, Q)]=c \cdot E_{\mathrm{BBP}} \tag{13}
\end{equation*}
$$

where $c=\frac{M N}{\min \{M, N\}}$ is constant.
We can compare the BBS to the expectation of SSD, and SAD. The expectation of the SSD has a closed form solution given by:
$E[\operatorname{SSD}(\mathrm{P}, \mathrm{Q})]=\int_{-\infty}^{\infty} \int_{\infty}^{2}(p-q)^{2} f_{P}(p) f_{Q}(q \mid k) d p d q=1+\mu^{2}+\sigma^{2}$.
Replacing $(p-q)^{2}$ with $|p-q|$ results in the expression of the SAD. In this case, the expected value reduces to the expectation of the Half-Normal distribution and is given by:

$$
\begin{equation*}
E[\mathrm{SAD}(\mathrm{P}, \mathrm{Q})]=\frac{1}{\sqrt{2 \pi}} \sigma_{K} \exp ^{-\mu^{2} /\left(2 \sigma^{2}\right)}+\mu\left(1-2 f_{P}(-\mu / \sigma)\right) \tag{15}
\end{equation*}
$$

Fig. 4(b)-(c) shows the maps of the expected values for $1-$ $\operatorname{SSD}_{n}(P, Q)$, and $1-\operatorname{SAD}_{n}(P, Q)$, where $\mathrm{SSD}_{n}, \mathrm{SAD}_{n}$ are the expectation of SSD and SAD, normalized to the range of $[0,1]$. As can be seen, the SSD and SAD results in a much wider spread around their mode. Thus, we have shown that the likelihood of a pair of points to be a BBP (and hence the expectation of the BBS) is the highest when P and Q are drawn from the same distribution and drops sharply as the distance between the distributions increases. This makes the BBS a robust and distinctive measure that results in welllocalized modes.

Multi-dimensional Case: With the result of the 1D case in hand, we can bound the expectation of BBS when $P$ and $Q$ are sets of multi-dimensional points, i.e., $p_{i}, q_{j} \in R^{d}$.

If the $d$-dimensions are uncorrelated (i.e., the covariance matrices are diagonals in the Gaussian case), a necessary (but not sufficient) condition for a pair of points to be BBP is that the point would be BBP in each of the dimensions. In this case, the analysis is done in each dimension independently according to the 1D case given earlier 5. The expectation of the BBS in the multi-dimensional case is then bounded by the product of the expectations in each of the dimensions. That is,

$$
\begin{equation*}
E_{\mathrm{BBS}} \geq \prod_{i=1}^{d} E_{\mathrm{BBS}}^{i} \tag{16}
\end{equation*}
$$

where $E_{\mathrm{BBS}}^{i}$ denote the expectation of BBS in the $i^{\text {th }}$ dimension. This means that the BBS is expected to be more distinctive, i.e., to drop faster as $d$ increases. Note that if a pair of points is not a BBP in one of the dimensions, it does not necessarily imply that the multi-dimentional pair is not BBP. Thus, this condition is necessary but not sufficient.

### 3.2. Implementation Details and Complexity

Computing the BBS between two point sets $P, Q \in$ $\mathbb{R}^{d}$, requires computing the distance between each pair of points. That is, constructing a distance matrix $D$ where


Figure 6. Examples results with annotated data. Left, input images with the annotated template marked in green. Right, target images and the detected bounding boxes (see legend); the groundtruth (GT) marked in green (our results in blue). BBS successfully match the template in all these examples.
$[D]_{i, j}=d\left(p_{i}, q_{j}\right)$. Given $D$, the nearest neighbor of $p_{i} \in P$, i.e. $N N\left(p_{i}, Q\right)$, is the minimal element in the $i^{t h}$ row of $D$. Similarly, $N N\left(q_{j}, P\right)$ is the minimal element in the $j^{t h}$ column of $D$. BBS is then computed by counting the number of mutual nearest neighbors (divided by a constant).
The distance measure used in our experiments is:

$$
\begin{equation*}
d\left(p_{i}, q_{j}\right)=\left\|p_{i}^{(A)}-q_{j}^{(A)}\right\|_{2}^{2}+\lambda\left\|p_{i}^{(L)}-q_{j}^{(L)}\right\|_{2}^{2} \tag{17}
\end{equation*}
$$

where superscript $A$ denotes pixel appearance (e.g. RGB) and superscript $L$ denotes pixel location ( $x, y$ within the patch normalized to the range $[0,1])$. $\lambda=2$ was chosen empirically and was fixed in all of our experiments.
As previously mentioned, we break both image and template into $k \times k$ distinct patches, however for clarity we first analyze BBS complexity using all the individual pixels and only then extend it to the $k \times k$ non-overlapping patch case. Assuming $|P|=N$ and $|Q|=M$, the complexity of computing $D$ is $O(d N M)$. Given that the image size is $|I|=L$ then constructing all $L$ distance matrices $D$ would require $O(d N M L)$. Fortunately, computing $D$ from scratch for each window in the image is not required as many computations can be reused.
In practice, we scan the image column by column, and


Figure 7. Accuracy: Success curves showing the fraction of examples with overlap $>\mathrm{TH} \in[0,1]$. (a), using only the most likely target position (global max). (b), using the best out of top 7 modes of the confidence map. Area-under-curve (AUC) shown in the legend.
buffer all the distance matrices computed for the previous column. By doing so, all distance matrices in a new column, except the first one, require computing the distance between just one new pixel in $Q$ and the template $P$ which is done in $O(N)$ (the rest of the required distances were already computed in the previous column). Since the template is smaller than the image (typically $L \gg N, M$ ), the complexity is dominated by $O(d N L)$ which is typically two orders of magnitude smaller than $O(d N M L)$.
It is now easy to see that in the case where $k \times k$ distinct patches are used (instead of individual pixels) then $p_{i}^{(A)}, q_{j}^{(A)} \in \mathbb{R}^{(k \times k \times d)}$. In which case the dominant complexity term becomes $O\left(k^{2} \frac{N}{k^{2}} \frac{L}{k^{2}}\right)=O\left(\frac{d N L}{k^{2}}\right)$. Using $k \times k$ patches results in a higher dimensional appearance space leading to more reliable BBPs and as can be seen by our analysis also reduces the computational complexity.
Using unoptimized Matlab code, the typical running time of our algorithm, with $k=3$, is $\sim 4$ seconds for $360 \times 480$ image, and $40 \times 30$ template.

## 4. Results

We perform qualitative as well as extensive quantitative evaluation of our method on real world data. We compare BBS with six similarity measures commonly used for template matching. 1) Sum-of-Square-Difference (SSD), 2) Sum-of-Absolute-Difference (SAD), 3) Normalized-CrossCorrelation (NCC), 4) color Histogram Matching (HM), 5) Earth Movers Distance[18] (EMD), 6) Bidirectional Similarity [21] (BDS) computed in the same appearancelocation space as BBS.

### 4.1. Qualitative Evaluation

Four template-image pairs taken from the Web are used for qualitative evaluation. The templates, which were manually chosen, and the target images are shown in Fig. 1(a)-
(b), and in Fig. 5. In all examples, the template drastically changes its appearance due to large geometric deformation, partial occlusions, and change of background.

Detection results in Fig. 1(a)-(b), and in Fig. 5(b), show that BBS is the only method successfully matching the template in all these challenging examples. The confidence maps of BBS, presented in Fig. 5(c), show distinct and well-localized modes compared to other methods. Only EMD and NCC are shown for comparison due to space limitations ${ }^{1}$. The BBPs for the first example are shown in Fig. 1(c). As discussed in Sec. 3, BBS captures the bidirectional inliers, which are mostly found on the object of interest. Note that the BBPs, as discussed, are not necessarily true physical corresponding points.

### 4.2. Quantitative Evaluation

We now turn to the quantitative evaluation. The data for this experiment was generated from annotated video sequences previously used in Wu et al.[24]. The 35 color videos in this dataset capture a wide range of challenging scenes. The objects of interest are diverse and typically undergo nonrigid deformations, perform in/out-of-plane rotation and may be partially occluded.

For the purpose of template matching, 105 templateimage pairs were sampled, three pairs per video. Each image pair consists of frames $f$ and $f+20$, where $f$ was randomly chosen. The ground-truth annotated bounding box in frame $f$ was used as template, and frame $f+20$ was used as the target image. This random choice of frames creates a challenging benchmark with a wide baseline in both time and space (see examples in Fig. 6).

BBS was compared with the 6 similarity measures mentioned above. In addition, we add another similarity mea-

[^1]sure that is based on SSD using dense Histogram-OfGradients (HOG) [4]. The ground-truth annotations were used for quantitative evaluation. Specifically, we measure the accuracy of both the top match ("accuracy") as well as the top k ranked matches ("rank-accuracy"), as follows.

Accuracy: was measured using the common bounding box overlap measure: $A c c .=\frac{\operatorname{area}\left(B_{e} \cap B_{g}\right)}{\operatorname{area}\left(B_{e} \cup B_{g}\right)}$ where $B_{e}$ and $B_{g}$ are the estimated and ground truth bounding boxes, respectively. The ROC curves show the fraction of examples with overlap larger than a threshold ( $T H \in[0,1]$ ), and the area-under-curve (AUC) measured quantifies overall accuracy. The success rates of all methods, based on the global maximum confidence score, are presented in Fig. 7-(a). As can be seen, BBS achieves the highest AUC score of 0.55 dominating the competing methods we have tested, with a significant margin for all threshold values $\leq 0.65$. For overlap values $>0.7$ the performance of all methods drops sharply. This can be attributed to the fact that overlap drops sharply for small errors and in our case using the non-overlapping patch representation generates an inherent uncertainty of 3 pixels in target localization.

We have relaxed the requirement that only the top match will be considered and tested the top 7 modes of the confidence map (instead of just the global maximum). That is, we test the 7 best matches and report the one with the highest accuracy score. See Fig. 7-(b). Again BBS outperforms competing methods reaching AUC of 0.69 and keeping a noticeable performance margin especially for threshold range $[0.3,0.75]$. Some examples that demonstrate the power of BBS are shwon in Fig. 6.

Rank-Accuracy: For each rank $k$, we compute the average target position based on all top $k$ scores, compute the accuracy, and take the median accuracy over all 105 targetimage pairs. We expect methods having distinct and welllocalized modes to show moderate performance decrease as more and more positions are considered for position localization. However, for methods in which modes are not well localized (i.e. where peaks are broad and the difference in confidence between the correct location and other locations is very small) we expect a more rapid drop in accuracy. The analysis was performed for all methods with $k$ ranging from 1 to 500 .

This test relates to the claim made in Sec. 3.1, where we proved that in the 1D case, BBS drops sharply as the distance between the foreground and background distributions increases. In the context of template matching this means we expect the confidence maps of BBS to have distinct and well localized modes as is the case in the example shown in Fig. 5.

Results are presented in Fig. 8, and as expected, for methods such as SSD, SAD and NCC, which typically do


Figure 8. Rank-accuracy: For each rank $k$, we compute the average target position based on all top $k$ scores, compute the accuracy, and take the median accuracy over all 105 template-image pairs. BBS dominates all other methods for any given value of $k$. Some methods show fast decay in accuracy relative to an increase in $k$ indicating non-distinct modes in the confidence map which suggests such method are less robust.
not have well-localized modes, the score decreases rapidly as $k$ increases. More robust methods such as EMD, BDS and BBS have a moderate accuracy decrease as $k$ increases. Note that BBS which has high accuracy and distinct modes shows the best performance among the methods tested.

## 5. Conclusions

We introduced a new measure, Best-Buddies Similarity (BBS), for template matching in the wild. We identified its key features, analyzed them and demonstrated the ability of BBS to overcome several challenges that are common in real scenes. We showed that our method outperforms a number of commonly used methods for template matching such as normalized cross correlation, histogram matching and EMD.

Our method may fail when the template is very small compared to target image, or when the outliers (occluding object or background clutter) cover most of the template.

In the scope of this paper, we worked in $x y R G B$ space, but other feature spaces may be used such as HOG features, edges or filter responses. This opens the use of BBS to other domains in computer-vision that could benefit from its properties. A natural future direction of research is to explore the use of BBS as an image similarity measure or for object localization.
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